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ABSTRACT

Educational institutions must be accountable to communities in general and students in particular, and fair and consistent assessment is an important component of this. If assigned grades for one group of students are higher than grades for a similar group of students, then grade inflation is said to be localized to the first group relative to the second. Local grade inflation is essentially a form of favoritism; one group of students is favored over another group of students. Identifying the behavior of local grade inflation involves comparing local grade point averages (LGPs) of the grade distributions of different groups of students. Local grade point averages are calculated from the grades of individual students. Grade distributions for 7,500 class sections from a small public Midwestern University, from fall 1998 to fall 2007, were collected and analyzed. Statistically significant (p-value < 0.01) categorical explanatory variables for LGPs were compared and contrasted with statistically significant categorical explanatory variables for local proportions of withdrawals (LPWs). Statistical analysis found clear evidence (p-value < 0.01) that both LGPA and LPW are significantly different for different explanatory variables such as courses and instructors, as well as subjects, departments and academic course levels, but not for instructor academic qualifications, gender, and job category, nor for academic year, academic semester and class time period. Moreover, the $R^2$ measures of fit of model to data for one-variable, two-variable and multi-variable LGPA-dependent analysis of variance models were mostly larger than for equivalent LPW-dependent one-variable, two-variable and multi-variable models.
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INTRODUCTION

Although much has been said about longitudinal grade inflation, little has been said about non-uniform grade inflation across a campus—local grade inflation. Longitudinal grade inflation studies measures changes in student grade distributions over time, while accounting for other possible variables such as class size or academic course level. A local grade inflation study measures differences in grades between groups of students, where, in addition to class size and academic course level, time is also relegated to the status of another variable.

If grades for one group of students are higher than grades for a similar group of students, then grade inflation is said to be localized to the first group relative to second. More specifically, measuring local grade inflation involves comparing local grade point averages (LGPAs) of the grade distributions of two different groups of students. Local grade inflation essentially measures favoritism, whether one group of students is unfairly ranked over another group of students. Although some differences in grades between groups are inevitable, mainly due to variations in instructional styles or the students themselves it is difficult to reconcile significant local grade inflation between groups of students.

Longitudinal grade inflation and local grade inflation generally exist at the same time (except in extreme cases) but counteract one another. On the one hand, severe longitudinal grade inflation leads ultimately to all students getting an A and an inability to academically distinguish one student from another. Severe longitudinal grade inflation defeats the purpose of grading, of academically distinguishing one student from another and of ranking students. Since all students are ranked equally, all are granted an A, grades for one group of students cannot be higher than grades for another similar group of students and so, in this extreme case, there is no local grade inflation. On the other hand, severe local grade inflation implies there are huge differences in grades for one group of students relative to a similar group of students. Since severe local grade inflation implies grades are unequal, in particular, all cannot be A, there cannot also be at the same time severe longitudinal grade inflation. With little or no longitudinal grade inflation, it is possible to clearly rank and grade students. Even with little or no longitudinal grade inflation, though, students may still not be ranked fairly with respect to one another at one time period if local grade inflation exists.

Both LGPA and local proportion of withdrawals (LPW) depend on the mix of grades in any given group of students. The entire data set of students is divided into groups of students by a categorical explanatory variable in a model of the data: membership of students in a group is defined by this explanatory variable. For example, explanatory variable “course” divides the data set into different courses, where each group consists of students who took the same course. Eleven explanatory variables are considered in this study, namely course, subject, department, academic course level, instructor, instructor gender, academic qualifications, job category, academic year, academic semester and class time period. The notion of "local" applies to any group of students created by these eleven categorical explanatory variables. The numerical variable class size was used as a weighting variable in the model.

Grade distributions for 7,500 class sections from a small public Midwestern University over fall 1998 to fall 2007 were collected and analyzed. This paper describes a statistical investigation into local grade inflation and differences in local proportion of withdrawals in these data. The central questions considered were:

- Does this data set provide evidence for local grade inflation? In what way(s)?
- Is there evidence of differences in local proportion of withdrawals? In what way(s)?
• What are the similarities and differences between these two?

LITERATURE REVIEW

Introduction

Both longitudinal grade inflation (Kohn, 2002; McSpirit, et al., 2000a and 2000b; Germain and Scandura, 2005; Stone, 1995; Gose, 1997; Shoichet, 2002; Eiszler, 2002) and local grade inflation (Prather et al, 1979; Kolevzon et al., 1981; Nelson and Lynch, 1984; Sabot and Wakeman-Linn, 1991; Kuh and Hu, 1999; Johnson, 2003; Bar and Zussman, 2005; Bowen, 2006) have been extensively considered in the literature. When local grade inflation is considered, it is often considered in relationship to variables such as student evaluations (Remmers, 1930; Nelson and Lynch, 1984; Johnson, 2003) or course choice (Prather, Smith and Kodras, 1979; Sabot and Wakeman-Linn, 1991; Bar and Zussman, 2005; Walton et al., 2008; Bar, Kadiyali and Zussman, 2009) or even instructor incomes (Nelson and Lynch, 1984). Furthermore, local grade inflation is typically considered with respect to instructor and/or department (Johnson, 2003), but not with respect to all four groupings of course, instructor, department and college, as it is in this paper.

Withdrawal--or, conversely, persistence--rates have also been widely analyzed. A number of similar theoretical models have been proposed which typically involve various socio-economic-academic variables, including, typically, student grade point average (GPA) to explain withdrawal rates (Spady, 1970; Tinto, 1975; Bean, 1980; Pascarella, 1980; Bean and Metzner, 1985; Pascarella, Duby, and Iverson, 1983; Simmons-Welburn and Welburn, 2001; Hausmann et al., 2007; Boddy, 2010). These models or variations of these models have been analyzed using data drawn from various types of academic institutions. (Pascarella, Duby and Iverson, 1983; Braxton, Brier and Hossier, 1988; Kember and Harper, 1987; Napoli and Wortman, 1998; Thomas, 2000; Perry et al., 2005; Stupnisky et al., 2007)

Some withdrawal papers suggest possible theoretical models describing withdrawal rates (Spady, 1970; Tinto, 1975; Bean, 1980). Other papers provide an assessment of withdrawal rates based on survey data, often between 300 to 1000 students (Bean and Metzner, 1985; Pascarella, Duby, and Iverson, 1983; Simmons-Welburn and Welburn, 2001; Hausmann et al., 2007), but very rarely based on a huge dataset of 307,672 student academic and administrative records of one entire college campus over an almost ten-year period, as is the case in this paper. Furthermore, data is often analyzed using regression and/or structural models (Pascarella, Duby and Iverson, 1983) but not models with nested variables as is done in this paper.

Most often, withdrawal rate is considered the dependent variable and local grade inflation (and other variables) independent variables. (Bean and Metzner, 1985) Only rarely is the reverse relationship considered in the literature and, if it is, the relationship is often hidden using bi-directional correlation. (Kuh and Hu, 1999; Walton et al., 2008) In this paper, local grade point average (LGPA) and local proportion of withdrawals (LPW) are considered separately, as two dependent variables for two separate models; each model has a different dependent variable but the same set of explanatory variables.

Longitudinal grade inflation versus local grade inflation

“(Longitudinal) Grade inflation is an increase in reported grades unwarranted by student
Grade inflation, particularly longitudinal grade inflation, has appeared in the literature for at least 80 years and is often associated with instructors attempting to improve their teaching evaluations. (Remmers, 1930) For example, Eiszler (2002) compared 983,491 expected grades and teaching evaluations, using linear and polynomial regression, at a mid-sized public university in 1980-1999 and found higher expected grades significantly predicted higher teaching evaluations, even after controlling demographic and other possible confounding variables. “The percentage of students expecting A/A− grades increased steadily by a total of more than 10 percentage points during the 1990s after remaining stable during the 1980s. Student ratings of teaching gradually, but steadily, increased by more than one-tenth of a point after remaining relatively stable during the first half of the 1980s. The predictive relationship between student ratings of teaching and expected grades was significant even after variables related to alternative explanations were statistically controlled.” (Eiszler, 2002, p 483)

In contrast to this, Shoichet (2002) reports researchers at the Education Department’s National Center for Education Statistics analyzed the huge 1999-2000 National Postsecondary Student Aid Study dataset of 16.5 million undergraduates and found less severe grade inflation than many would suppose; in particular, 14.5% A and more than one third C or below. Furthermore, like Kuh and Hu (1999), they found grade inflation occurred more severely in selective four-year institutions than at other institutions.

Economics also seems to play a significant role in longitudinal grade inflation. Stone (1995) gives anecdotal evidence which suggests since higher education funding depends on enrollment, this encourages enrolling as many students as possible, and so lowering academic standards and, effectively, causing grade inflation. Germain and Scandura (2005) suggest, based on a general theoretical model, “(Longitudinal) Grade inflation may be due to consumerism by universities that now compete for students.” (p 58) They suggest rather than focus on improving teaching evaluations to keep students happy, faculty should focus on accommodating student’s individual differences.

Gose (1997) gives anecdotal information which suggests in spite of academic worries about grade inflation, grades continue to rise because of pressure from students, administrators and other faculty members. Kohn (2002) advocates rather than worry about grade inflation, do away with grades, and rank students using other more complete measures of competence, although these other measures are not made clear. Bowen (2006), a university president, reports with anguish his own failures to stop grade inflation at his college where some departments had an average of A−. The point here is Bowen was not concerned about an increase in grade inflation universally across all departments, but in grade inflation local to some departments, which is a central concern in this paper.

**Local grade inflation often compared with variables other than withdrawal rates**

A review of the literature suggests local grade inflation alters student behavior in a number of different ways. Kolevzon (1981) compared the grades of 20 departments from a 4-year university with 8,500 full-time undergraduate students between two academic years, 1969-70 and 1975-76—specific sample sizes were not given. The author found increased average grade inflation, but with higher grade inflation local to the sociology and psychology departments and lower grade inflation rates local to the music and art departments. Female instructors marked easier than male instructors. Male students were attracted to easier subjects more than female students. Lower grade inflation occurred in departments using objective
exams rather than in departments using papers as grading tool. There is no mention of a comparison of grade inflation with withdrawal rates in Kolevzon’s paper.

Nelson and Lynch (1984) find not only is there a positive association between local grade inflation and teaching evaluations but also between local grade inflation and instructors’ incomes. “First, there is evidence to support the contention that the evaluation process will produce some grade inflation; that is, easier grading is positively correlated with teaching evaluations. Second, there is evidence to support the hypothesis that faculty will adopt somewhat easier grading policies if they are experiencing falling real incomes from teaching.” (Nelson and Lynch, 1984, p 21) Nelson and Lynch (1984) analyzed 10,658 student evaluations from 13 undergraduate lower division economics courses between winter 1973 and fall 1979 using a simultaneous equations model.

An extensive study by Prather, Smith and Kodras (1979) covering 144 undergraduate courses was based on 125,000 final course grades at a large public university from 1966 to 1975. It shows that rather than a homogeneous systematic change in grading patterns over time, grade inflation is local to individual courses and programs caused by students choosing less challenging courses and programs. Prather, Smith and Kodras’ paper focuses on students choosing lenient courses, which could be thought of as effectively withdrawing from challenging courses, but this is clearly different from students first attending but withdrawing from challenging courses, as is the case in our paper. A number of demographic and other variables were included in the multiple regression linear models used to describe the grade inflation data in Prather, Smith and Kodras’ paper.

Bar and Zussman (2005) and, later, Bar, Kadiyali and Zussman (2009) analyzed a variety of data, including 800,000 student records over a period 1990 to 2004, 63,540 web site visits between May 2002 and December 2004 as well as a survey of around 500 economics students in spring 2006 at Cornell University. They found significant increases in student enrollment into leniently graded courses after the introduction of a web site giving instructor grade distributions. They called this compositional, rather than local, grade inflation and, interestingly, separated compositional grade inflation from traditional grade inflation, something we do not do. However, again, there was no discussion of local withdrawal rate.

Sabot and Wakeman-Linn (1991) studied, using probit functions, 376 student transcripts, application forms and a survey from Williams College in 1985-86. They found that students enrolled in courses with higher grades were more likely to take more courses from the same department. There was no direct discussion on withdrawals.

**Theoretical models of withdrawal rates**

Withdrawal rates are often associated with identifying why a student would withdraw from the education system as a whole, or, more specifically, a university, rather than from a particular instructor, course, department or college (within a university), as is the case in this paper. Spady (1970) appears to be one of the first to synthesize ideas from previous literature to create a theoretical socio-economic-academic flow-chart model of the various possible variables, including grade performance, which could lead to student academic dropout from a university. This paper also creates a flow chart, but rather than focus on social or economic factors which might influence a student to withdraw from college entirely, this study focuses strictly on the eleven factors listed above, all of which are academic and administrative factors internal to the campus.
Tinto (1975) follows up the work of Spady (1970) and others by introducing another possible theoretical socio-economic-academic flow-chart model to describe and explain the various factors that might lead to academic dropout. Tinto distinguishes between different types of dropouts, including voluntary withdrawal, which he supposes might be more socially influenced than forced dismissal, which might be more academically influenced. (Tinto, 1970, p 92) He also discusses two other related categories of transfers and persisters. Our paper deals with voluntary withdrawal only: it calculates withdrawal rate as a percentage of students who receive a W grade local to, for example instructor, course, subject, department and so on. More than this, failed (forced failure of) students who receive an F grade are included in the calculation of the local grade point average for local grade inflation.

Bean and Metzner (1985) describe another possible theoretical model which suggests withdrawal of nontraditional students is affected by mostly living off campus, being older, and mostly being part-time attendance. Our analysis is based on data which contains a large number of nontraditional students.

Our paper does not explore the emotional, social or economic reasons why a student might withdraw from college. Boddy (2010), in a short paper, suggests a Freudian projective technique might help identify the emotional reasons for why a student withdraws from a course. An example of this projective technique would be to ask a student who has withdrawn to give reasons, after looking at a cartoon of two students talking, why one student would withdraw from college. Simmons-Welburn and Welburn (2001) suggest more closely integrating library services, such as online information, the internet and printed holdings, with other student support services to encourage entering undergraduate students particularly from the lowest socioeconomic status levels to achieve higher academic levels. Again, these studies are viewed from a campus-wide perspective, unlike in the current study.

Analysis of withdrawal rates based on survey data

Analysis of the various socio-economic-academic flow-chart models of withdrawal often rely on relatively small-sized survey data of students. Braxton, Brier and Hosssier (1988) elaborate on an earlier model by Tinto (1975) which suggests an entering student’s background and commitment to academics not only increases their level of social and academic integration in a college but also outweighs their financial, personal or psychological problems and so reduces withdrawals. Results from an analysis of survey data from an initial 260 students taken over a three semester period in this paper finds a student’s persistence depends not only on initial commitment, but also on a student’s continued academic commitment. By way of comparison, our analysis is based on 307,672 student academic and administrative records of one entire college campus over nearly a ten-year period.

Kember and Harper (1987) use discriminant analysis on survey data of 779 students to show the psychological surface (memorization) and globetrotting (jumping to conclusions) types of learning that are associated with student withdrawals. They analyzed a number of types of learning, as explained in an earlier study by Ramsden and Entwistle (1981). This ties in with the Braxton, Brier and Hosssier (1988) paper’s suggestion of focusing on a student’s continued academic commitment. Rather than use discrimination analysis, this paper used one-variable, two-variable and multi-variable models with both nested and crossed variables to analyze the data.

confirmed the theoretical model by Tinto (1975) suggesting that the factors responsible for student persistence in college are primarily academic, and not social. Their study shows immediate term-to-term persistence is more important than the longer year-to-year persistence and students from larger, rather than smaller, campuses integrated better because of more available resources.  

Perry et al. (2005) analyzed a voluntary survey of 524 students from a full-year psychology course and found a significant (p-value < 0.001) positive correlation (r(359) = 0.26) between GPA and voluntary withdrawal, but not departure (Perry et al., 2005, p 546). In fact, they find high academic control (those who believe they can effect and predict achievement outcomes) but also high failure preoccupation students are the least likely to withdraw from courses or quit college entirely.  

Stupnisky et al. (2007) structural analysis of a voluntary survey of 802 first-year students shows, similar to Perry et al. (2005), high academic control significantly positively predicted GPA, controlling for high school grades, age and gender. More than this, they show GPA did not depend on self-esteem, but the reverse was true: self-esteem depended on GPA.  

Pascarella, Duby and Iverson (1983) perform a hierarchical analysis on a survey of 579 non-residential student dependents (similar to Bean and Metzner (1985)’s nontraditional students) in 1979-1980, using Tinto (1975) theoretical model of college withdrawal, and finds these students different from residential students; in particular, family background, individual attributes and pre-college schooling (“person-fit environment” factors) play a less important role in dropout decisions of non-residential than residential students. They suggest an alternative model which fits these students better. Their paper has a flowchart of both Tinto’s model and the alternative Pascarella et al.’s model. Pascarella, Terenzini and Wolfe (1986) employ causally linked structural regression equations on a survey of 763 student dependents in 1976-77, using Tinto (1975) theoretical model of college withdrawal, to find although a two-day student orientation had little direct effect on persistence, had a large indirect effect, through social integration and commitment to institution, to freshman year persistence. Pascarella (1980) also suggest strong student-faculty informal contact increases student persistence.  

Thomas (2000) analyses 322 students at a four-year private liberal arts college in 1993 using single level path model and finds while number of student acquaintances is important, structural location of peers effects, among other things, persistence. GPA is included in this study and is found to be positively associated with student outdegree (number of friends a student says they have) as opposed to student indegree (number of students who say a student is their friend). GPA is also positively associated with withdrawal (from college, as opposed to a course).  

Hausmann, Schofield and Woods (2007) used a multilevel model change technique to analyze three surveys completed by 365 students from a large public mid-Atlantic University and found a sense of belonging declined along with intentions to persist over an academic year. Persistence improved if students were made to feel more welcome by receiving letters and small gifts (for example, magnets and decals with the university’s name and logo) from administration and faculty. Again, persistance is with regard to persistance at the college, rather than persistance in a particular course, or with a particular instructor.  

Braxton, Jones, Hirschy and Hartley (2008) use four hierarchical linear regression analyses to study data from 408 first year students in eight colleges and universities and found some evidence to suggest faculty should engage students in active learning practices to improve student persistence. The models used in this paper used both hierarchical as well as crossed
variables and were used on data from one college campus only.

Bean (1980) created a theoretical model based on work turnover (similar to suicide-based Tinto and Spady models), which was assessed using both multiple regression and path models applied to data collected from 1,195 students. Standardized beta weights and correlation were used; also, differences in student gender was also considered, unlike in our study.

Ishitani (2006) used event history modeling to analyze data from 4,427 diverse students found in a national survey called NELS: 1988-2000 Postsecondary Education Transcript and found first generation students had a higher dropout rate and took longer to complete their degree programs.

**Local grade inflation associated with withdrawal rates**

Walton et al. (2008), an educational policies committee of the academic senate for California Community Colleges, recognize the dangers associated with allowing different grade distributions for students taking the same course in the same department/program/college but with different instructors, or formats and lengths, in particular, related to academic rigor and of “course-shopping” by students. This report suggests and provides anecdotal evidence average GPA increases with increasing withdrawal rates because withdrawals are not included in the GPA. (Walton et al., 2008, p 19) This report suggests dialog within in an institution to compensate for different grading distributions.

Kuh and Hu (1999) compare College Student Experiences Questionnaire (CSEQ) survey data from two periods 1984-87 (52,256 dependents) and 1995-97 (22,792 dependents) across all American colleges and find longitudinal grade inflation effects academic institutions unevenly; in particular, mostly in research universities as well as selective liberal arts colleges and also for white, female and upper-division students. Like Walton et al. (2008), they suggest withdrawals, incompletes and repeat courses (replacing lower grade with higher one) will inflate grades in remedial and lower-level mathematics courses. (Kuh and Hu, 1999, p 298) This is in contrast to the current study which shows local grade point averages are inversely related to local proportion of withdrawals.

Johnson (2003) thoroughly analyzes both survey and transcript information to show local grade inflation; in particular, grading is most to least stringent for the natural sciences/mathematics, social sciences and then humanities, in that order. Johnson’s work shows there is a statistically significant positive correlation between grades and teaching evaluations, even controlling for variables such as gender, race, year, department, GPA and, most importantly, teaching effectiveness. Unlike Walton et al. (2008) and Kuh and Hu (1999), Johnson shows an inverse relationship between local (to departments) grade inflation and withdrawal rates.

**Summary**

There are many papers on either grade inflation or on withdrawal rates, but generally not on both where they are thoroughly compared and contrasted, as they are in this paper. Most papers base their analyses on datasets involving roughly 100 to 1000 students, substantially smaller than the huge data set of 307,672 student records gathered over an almost ten-year period given in this paper. A wide variety of statistical and probability models are used in other papers, but none like the one-variable, two-variable and multi-variable analysis of variance (ANOVA)
models where variables are both nested and crossed, as appear in this paper.

METHOD

Data were collected on students (307,672 records, 17 variables), instructors (16,846 records, 12 variables) and course sections (91,878 records, 5 variables) at a small public Midwestern University from fall 1998 to fall 2007. This study was based on a single dataset of 7,500 grade distribution records (11 main variables) distilled from the student, instructor and course section datasets.

As shown in Figure 1 (Appendix), variables for the grade distribution records used in this study consisted of the eleven categorical explanatory variables course, subject, department, academic course level, instructor, instructor qualifications, instructor job, instructor gender, academic year, academic semester, class time period, and one quantitative explanatory variable class size. The two main dependent variables of interest were the restricted range continuous variables local grade point average, LGPA, and local proportion withdrawn, LPW. Class size was used as a weighting variable in the model. All variables were academic institution variables; socio-economic variables were not considered in this study.

A number of possible models derived from the variables in Figure 1 were fitted to the grade distribution records data. Nesting (hierarchies) restricted model choice for the data: although courses could be nested in either subject or academic course level, courses could not be nested inside both subject and academic course level at the same time in any one model, for example. Two hierarchical (or nested) groupings appear in Figure 1, including the course hierarchy of course, subject, department and academic course level grouping and the instructor hierarchy of instructor, instructor qualifications, instructor gender and instructor job grouping. This type of nesting structure is common in the education literature (Pascarella, Duby and Iverson, 1983). In addition to nested variables, model choice also depended on possible pairwise interactions between variables.

Roughly twenty-five percent of student, instructor and course section datasets were culled because of missing or corrupted information. Matching information from the student, instructor and class section databases to create the final grade distribution records dataset was difficult due to, for example, different variable naming conventions in different source datasets or variable names that changed over the almost 10 year time period of the study. Consequently, a number of variables, particularly related to the instructor part of the dataset have categories designated either "not available" or "other".

Course Hierarchy Explanatory Variables

The course hierarchy consisted of course, subject, department and academic course level. To clarify how these four explanatory variables appeared in a model of the data, consider an example dataset for eight class sections in Table 1 (Appendix). Here, a total of four courses (MA 223, STAT 213, STAT 301 and PSY 201) in three subjects (mathematics, statistics and psychology) were taught by five instructors (005, 031, 056, 093 and 111) in two departments (MSP and SSC) over two semesters, fall 2005 and spring 2006. One record corresponds to one class section. For example, the MA 223 course was taught four times (there were four class sections of MA 223), mathematics subjects were taught four times, instructor 111 taught three
times, faculty from the MSP (Mathematics, Statistics and Physics) department taught seven times and there were six second-year courses (4 MA 223, 1 STAT 213 and 1 PSY 201) and two third-year courses (both STAT 301).

Course, subject, department and academic course level variables, are hierarchically related to one another, as shown in Figure 1. In particular, courses are nested in subjects since each course belongs to one exactly one subject. For example, all statistics courses such as STAT 213 and STAT 301 are designated as members of the statistics subject. In a similar way, subjects are nested in departments, which often house multiple subjects. Furthermore, courses are nested in course level: MA 223 and STAT 213 are both exclusively sophomore courses and STAT 301 is a senior course only. Academic course level has six levels in the study: pre-university, freshman, sophomore, junior, senior and graduate levels. Instructors, though, are not nested in courses or subjects or departments because, for example, an instructor may teach different mathematics courses, or may teach non-mathematics courses such as statistics courses (hence, different subjects) or even teach courses outside of his department such as economics courses.

A total of 673 courses in 69 subjects were taught by 338 instructors in ten departments from fall 1998 to fall 2007. Of 673 different courses given, 120 were taught only once, and one course, COM 113, was taught 266 times. Each course was taught an average of 28.69 times with standard error (sample standard deviation divided by square-root of sample size) of 0.478 times, although 49.8% of courses were taught 10 or fewer times over the almost ten-year period. Of 69 different subjects taught, all were taught at least twice and one subject, mathematics, was taught 626 times. Each subject was taught an average of 144.85 times with standard error of 1.556 times, although 49.8% were taught 101 or fewer times from fall 1998 to fall 2007. Of 341 different instructors who taught, 25 taught only one class whereas two instructors taught 102 times. Each instructor taught an average of 22.17 times with standard error of 0.22 times, although 49.6% taught 16 or fewer times from fall 1998 to fall 2007. Of 10 departments, faculty in business taught the most, 1435 class sections, whereas nursing taught the least, 326 class sections. Departments taught an average of 750.1 course sections with standard error 4.29 sections from fall 1998 to fall 2007. Freshman, sophomore, junior and senior undergraduate courses made up 40.5%, 30.3%, 18.8% and 7.3%, respectively, of 7,500 class sections given taught 1998 to fall 2007.

**Instructor Hierarchy Explanatory Variables**

The instructor hierarchy explanatory variables consisted of instructor, instructor academic qualifications (four categories: bachelors, masters, PhD and other), instructor gender (male or female) and instructor job (six categories: limited term lecturer, continuing lecturer, assistant professor, associate professor, professor and other). Again, nesting restricted the model choice for the data: instructor could be nested in one and only one of academic qualifications, gender or instructor job, in any one model.

Most class sections were taught by associate professors, 2,404 (32%), and limited term lecturers, 1,946 (25.9%), over fall 1998 to fall 2007 period of study. Most sections were taught by instructors with Masters, 3,760 (50.1%), and PhDs, 3,010 (40.1%), from fall 1998 to fall 2007. Most sections were taught by males, 4,712 (62.8%), and so 2,789 (37.2%) were taught by female instructors.
Other Explanatory Variables

Other possible explanatory variables used in models to fit the data, included academic year (10 years: 1998-99, 1999-2000, up to 2007-08), academic semester (two semesters: fall, spring), and class time period (three periods: morning, afternoon and evening), and class size.

The number of sections taught per year has more or less steadily increased from academic year 1998-1999, with 493 taught, to academic year 2006-2007, with 1,103 taught. Fewer class sections were taught in fall semesters, 3,443 (49.5%), than in spring semesters 3,516 (50.5%), from fall 1998 to spring 2007. More sections were taught in the afternoons, 3,010 (40.1%), than in either the mornings 2,450 (32.7%) or evenings 2,041 (27.2%) from fall 1998 to fall 2007 period.

Although student group size did not appear explicitly as a variable in the analysis of data, it did play the important role of appropriately weighting both local grade point average, LGPA, and local proportion withdrawn, LPW. Student group size (excluding withdrawals and incompletes) ranged from zero to 126 students, with an average of 17.39 students and standard error of 0.15 students per class section, from fall 1998 to fall 2007. Student group size (including withdrawals but excluding incompletes) ranged from zero to 145 students, with an average of 19.17 students and standard error of 0.16 students per class section over the fall 1998 to fall 2007 period.

Calculating Local Grade Point Average (LGPA) and Local Proportion Withdrawn (LPW)

Both LGPA and LPW were calculated for different (local) groups of students; specifically, not only for a single class section of students, but also for students in all class sections of a course, or all students of one instructor, or all students taking courses in one subject or all students taking courses in all subjects given by one department. In other words, the notion of "local" applied not only to a class section, but also to a course, instructor and the other explanatory variables. As a consequence of this, both LGPA and LPW were calculated according to the different sizes of local groups of students. To clarify how LGPA and LPW were calculated, it is helpful to revisit Table 1.

LGPA and LPW for a class section are weighted by class size. The first record in Table 1, section 001 of MA 223, is a mathematics course of 28 students taught by instructor 111, taught in fall of 2005-06. The frequency of letter grades A, B, C, D, and F for this section is 3, 11, 13, 1, and 0, respectively, for a total of 28 students. Assigning 4 points for each A, 3 points for each B, 2 points for each C, 1 point for each D and 0 points for each F, in this case,

$$\text{LGPA} = \frac{4 \times 3 + 3 \times 11 + 2 \times 13 + 1 \times 1 + 0 \times 0}{28} \approx 2.57.$$  

Also, since one student withdrew, the proportion of students who withdrew from this section,

$$\text{LPW} = \frac{1}{29} \approx 0.03.$$  

LGPA and LPW for an instructor are weighted by number of students taught by this instructor. The LGPA for an instructor must be weighted by aggregated class section sizes (excluding withdrawals and incompletes). For example, the LGPA for instructor 111 is calculated by a weighted combination of records 1, 4 and 5 in Table 1,

$$\text{LGPA} = \frac{4 \times (3 + 4 + 5) + 3 \times (11 + 11 + 6) + 2 \times (13 + 12 + 9) + 1 \times (1 + 1 + 1) + 0 \times (0 + 1 + 1)}{28 + 29 + 22} \approx 2.57.$$  
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Also, the LPW for the instructor must be weighted by aggregated class section sizes (including withdrawals but excluding incompletes).

$$LPW = \frac{1 + 3 + 0}{29 + 32 + 22} \approx 0.05.$$  

LGPA and LPW for a subject are weighted by number of students who took courses in this subject. The LGPA for mathematics subject is calculated by combining records 1, 2, 3 and 5 in Table 1,

$$LGPA = \frac{4 \times (3 + 3 + 1 + 5) + 3 \times (11 + 5 + 5 + 6) + 2 \times (13 + 5 + 4 + 9) + 1 \times (1 + 5 + 3 + 1) + 0 \times (0 + 0 + 1 + 1)}{28 + 18 + 14 + 22} \approx 2.45.$$  

Also,

$$LPW = \frac{1 + 6 + 3 + 0}{29 + 24 + 17 + 22} \approx 0.11.$$  

The LGPA and LPW for other subjects, courses and other explanatory variables are calculated in a similar way.

**Pairwise associations (dependencies) between categorical explanatory variables**

Symmetric measure of association, Cramer’s V, and directional measure of association, λ, were both used to check for pairwise associations between the eleven categorical explanatory variables, as shown in Table 2 (Appendix). Cramer’s V is related to the chi-squared measure of association, \(\chi^2\), for a two-dimensional contingency table with R rows and C columns,

$$V = \sqrt{\frac{\chi^2}{N \min(R - 1, C - 1)}}$$

where, for \(0 \leq V \leq 0.1\), \(0.1 < V \leq 0.3\), and \(V > 0.3\), two variables are considered weakly associated, moderately associated and strongly associated, respectively. Lambda, \(\lambda\), measures the proportional reduction in error for a two-dimensional contingency table with sample size N,

$$\lambda = \frac{E_1 - E_2}{E_2}$$

where \(E_1 = \text{sample size (N)}\) – largest of row totals and where \(E_2 = \text{sum of column differences, after subtracting the largest cell frequency from each column total. If } 0 \leq \lambda \leq 0.4, 0.4 < \lambda \leq 0.6,\) and \(0.6 < \lambda \leq 1.0\), two variables are considered weakly associated, moderately associated and strongly associated, respectively.

According to V and \(\lambda\), instructor and course are strongly pairwise associated with most other explanatory variables. As shown in Table 2, instructor gender, instructor job and instructor qualifications all are perfectly associated (\(V = 1\)) and, more than this, perfectly dependent (\(\lambda = 1\)) on instructor because of the hierarchal relationship between these variables. For example, knowing any instructor improves prediction of instructor’s job by 100%. Also not too surprisingly, instructor is strongly associated (\(V \geq 0.575\)) with course, subject, department and course level. In fact, the variables subject and department are strongly dependent (\(\lambda = 0.833\) and 0.986, respectively) on instructor: most instructors teach courses in one, possibly two subjects and usually in one department. There is also a strong association (\(V = 0.521\)) between instructor and course period. In a similar way, perfect association results (\(V = 1, \lambda = 1\)) occur for variables in the hierarchal relationship between course (C) and the other explanatory variables subject (S), department (D) and academic course level (L). Also, course is strongly associated (\(V \geq 0.575\)) with instructor, instructor gender, job and qualifications, and the latter variables are moderately
(0.537 ≤ \lambda ≤ 0.579) dependent on course. Course is also strongly associated with academic semester and year (V = 0.478 and 0.562, respectively).

According to V, instructor gender, job and qualifications are strongly pairwise associated with subject and department. Subject is strongly pairwise associated with instructor gender, job and qualifications as well as class period (V = 0.574, 0.454, 0.447 and 0.331 respectively); also, department is highly significantly associated with instructor gender (V = 0.447).

RESULTS

Types of analyses used in study

Analyses of variance (ANOVA) were used on models of the data of two dependent variables, LGPA and LPW, and eleven categorical explanatory variables. The basis of this technique is the philosophy that the variability in the data is described either by the model (measured by the sum of squares of the model, SSM) or otherwise (measured by sum of squares of error, SSE). The fit of the model to the data is calculated by a ratio of an average of the former (the mean squares of the model, MSM = SSM / degrees of freedom of model) divided by an average of the latter (the mean squares of error, MSE = SSE / degree of freedom of error), called the F = MSM / MSE statistic. A model is considered a good fit to the data when a large proportion of the total variation is described by model rather than by error, that is, the probability of having such a large F (called the p-value) is small. As well as just assessing whether an entire (possibly multi-variable) model fits the data well, F statistics are also often used to assess whether the presence of individual variables in a multi-variable model improve the fit of the model, and whether the marginal F statistics for these individual variables are statistically significant. (Kendall et al., 1983, chapters 35 to 37)

Of four possible different types of ANOVA (Littell et al., 1991, chapter 4), only types III and IV analyses were used in this study. Type I and II analyses were not used because they both deal with orthogonal balanced (or more generally, proportional) data where number of observations for each cell is equal (or more generally, proportional with respect to relevant row or column totals—see Kendall et al., 1983, chapters 35 to 37; Pendleton, 1986. This was clearly not the case in this observational study because, for example, an unequal number of male and female instructors taught during the nine and half year period. Type I and II analyses are mostly used in experiments, where an equal (or proportional) number of observations can be assigned to each cell by the researcher. Type III and IV analyses (Driscoll and Borror, 2000; Langsrud, 2003; Freund, 1980; Searle, 1994; Yates, 1934) were used in this study because they both deal with unbalanced (non-proportional, non-systematic) data. More than this, both type III and IV analyses can deal with unbalanced data where, in particular, some cells have no observations; in fact, the type IV analysis was designed specifically to handle this messy data situation. There are many empty cells in the current study. For example, not all 341 instructors taught all 673 courses and so in a table of the instructors versus courses subset of data, there would be a great many empty cells each indicating where a specific instructor did not teach a specific course.

The problem an ANOVA has dealing with messy data is calculating p-values on data that simply is not there. An ANOVA essentially looks for statistically significant differences between the averages of different levels of variables and this becomes difficult if one or more of these levels have no data (empty cells), so no averages are associated with these levels to allow for a sensible comparison for differences. Understandably, both type III and type IV analyses
work better with a few rather than many empty cells because then p-values are based on more rather than less data. Whereas there is only one type III analysis per model, there are many (which depend on the location of empty cells) type IV analyses per model. In spite of the many type IV analyses available, though, the default type IV analysis based on the original data cell locations was used in this study.

Both type III and IV analyses were conducted on the data and compared. When the empty cells do not alter marginal F statistics enough to change the significance/non-significance of variables according to both the type III and type IV analyses, the two different analyses tend to confirm one another. This strengthens the credibility of statistical significance/non-significance of the differences between averages related to, particularly, the main variables in the model. Type III and type IV analyses give identical results if there are no empty cells, if there is only one variable in the model or, in the case that there are two or more variables in the model, when all variables are hierarchical (nested) with respect to one another (which assures no empty cells; for example, in the case of the instructor nested inside instructor gender model, all instructors are either male or female). Also, the marginal F statistic for the interaction effect in a type III ANOVA is always identical to the F statistic for the interaction effect of a type IV ANOVA if the main effects which make up the interaction are present in the model.

Type III and type IV ANOVAs of one-variable, two-variable and multi-variable models are calculated. To compensate for the empty cells in the data, emphasis is placed on identifying those results which occur repeatedly in these different analyses as well as various descriptive statistics and graphs. The fits of the data to various model assumptions were also investigated and included checking residuals for normality and influential outliers. All analyses were conducted using SPSS 17.0 (SPSS Incorporated, Chicago, IL) and SAS 9.2 (SAS Institute Incorporated, Cary, NC).

**Type III (and IV) ANOVAs of one-variable models**

Coefficients of determination \( R^2 \) and model F statistics were calculated for type III (equivalently type IV since there is only one explanatory variable in each model) ANOVAs of all the 22 one-variable models that were possible consisting of one of the two dependent variables, LGPA and LPW, and one of the eleven categorical explanatory variables, as shown in Table 3 (Appendix). The \( R^2 \) statistic and F statistic are two different measures of how closely a model describes the data. If a model fits the data closely, then this model has the right mix of variables; more specifically, the explanatory variables (just one explanatory variable in this case) give a good explanation of the dependent variables in this model. If \( 0 \leq R^2 \leq 0.4 \), \( 0.4 < R^2 \leq 0.8 \), and \( 0.8 < R^2 \leq 1.0 \), then a small, moderate and high proportion, respectively, of variability in data is described by a model. In addition, small p-values associated with the F statistic for a model, smaller than 0.01 (and starred* in Table 2), also indicates the explanatory variables give a good explanation of the dependent variable.

According to \( R^2 \), course and instructor are most associated with LGPA and LPW in one-variable models. According to the \( R^2 \) statistic, the model with explanatory variable “course” and dependent variable LGPA is the tightest fitting of all 22 models to the data because \( R^2 = 0.615 \) (sample size \( N = 7500 \)) is the largest of all the \( R^2 \) values. In other words, without controlling for other variables but weighted by sample size, of the 11 possible explanatory variables given in this study, course alone explains 61.5% of the variability in LGPA. Explanatory variable “instructor” is also strongly associated with LGPA because \( R^2 = 0.550 \). Explanatory variable
“course” is the most influential explanatory variable of LPW where \( R^2 = 0.550 \). Moderately well-fitting models, where \( 0.050 < R^2 < 0.500 \), include the subject, department or academic course level explanatory variables, for either the LGPA or LPW dependent variables. The loosest-fitting models, where \( R^2 \leq 0.050 \), include either the year, semester or class time period variables or instructor gender, job or qualifications variables and this is true for either LGPA or LPW.

The model F statistics values are not informative in one-variable models. The LGPA is significantly (p-value < 0.01, \( F(667,6713) = 16.05 \)) different for different instructors. In fact, both LGPA and LPW dependent variables are significantly different for all 11 explanatory variables in Table 3, except one, the model with dependent LPW and explanatory instructor job variable. All (except one) of the 22 one-variable models describe the data more closely than a basic model where the dependent variable is equal to the average of all data. In other words, the model F statistic does not (except in one case) allow the one-variable models to be distinguished from one another, to identify which explanatory variable most affects either LGPA or LPW. The F statistics are not as informative as the \( R^2 \) values for this reason in this one-variable case.

Plots indicate non-normal error distribution for a few one-variable models. Normal probability plots and various scatter plots, not shown here, indicate some non-normality. In particular, these plots indicate there are a surprising number of class sections where the LGPA are a perfect 4.00. The ANOVA analyses used in this study, though, are generally robust to non-normality. (Miller, 1986)

**Type III and IV ANOVAs of two-variable models**

The \( R^2 \), model F and marginal F statistics are calculated for type III and type IV ANOVAs of all the 110 two-variable models that are possible consisting of one of the two dependent variables, LGPA or LPW, and two of the eleven categorical explanatory variables. Two varieties of two-variable models occur in this study: factorial (crossed) or hierarchical (nested). Two-variable factorial models have three explanatory variables, two main variables and an interaction variable. For example, variable instructor (I) is crossed with variable academic year (Y) to give interaction instructor x year and denoted IxY; more specifically, 338 (levels of) instructors are crossed with 10 (levels of) years to create 10 x 338 = 3380 possible instructor x year interactions. Two-variable hierarchical models have two explanatory variables, one nested inside the other. For example, variable course (C) is nested inside variable subject (S) to give C(S); more specifically, 673 (levels of) courses are divided up into 69 (levels of) subjects. Most, 96, of the 110 two-variable models are factorial, while the rest are hierarchical. Whereas the \( R^2 \) statistic and model F statistic both measure how closely a two-variable model fits the data model, a version of the F statistic, a marginal F statistic, is also able to measure how strongly any individual explanatory variable affects a dependent variable within a model. More specifically, in addition to calculating a model F statistic for all main, nested or interaction explanatory variables in a two-variable model based on the model sums of squares, marginal F statistics are calculated for each individual explanatory variable that are each based on sums of squares apportioned from the model sums of squares. More than this, sum of squares of an individual explanatory variable is assessed after accounting for sums of the squares of all other explanatory variables in a type III or IV analysis of the model. If the marginal F statistic resulting from the additional sums of squares due to the individual variable is larger than would be expected by chance alone, then the addition of this individual variable causes an improvement of the model’s
fit to the data, and so is a significant effect on the dependent variable. (Kendall et al., 1983, chapters 35 to 37; Pendleton, 1986)

Each element in Table 4 (Appendix) corresponds to one of the 110 two-variable models. The 55 elements above the diagonal in Table 4 are associated with LGPA-dependent models; the 55 elements below the diagonal are associated with LPW-dependent models. For example, the element at the intersection of the instructor row and instructor gender column, the IIG model, gives information on an ANOVA of these two nested variables with the LGPA dependent variable; in contrast, the element at the intersection of the instructor gender row and instructor column, the GII model, gives information on an ANOVA of these two nested variables with LPW dependent variable. Each element contains three rows of information: $R^2$ in the top row and then two rows of a sequence of three letters each. Both rows of three letters correspond to row main variable, column main variable and interaction variable, in that order, but the first sequence of letters is associated with a type III analysis, whereas the second sequence of letters is associated with a type IV analysis. A variable is significant (p-value $\leq 0.01$) if a letter appears, otherwise, if a letter does not appear, but a blank indicated by a dash appears instead, the variable is not significant (p-value $> 0.01$). For example, letter sequence I, C, IxC found in both second and third rows of the IIC model of Table 4 indicates main instructor (I) variable, main course (C) variable and interaction instructor x course (IxC) variable are all significant, using both type III and IV analyses, for this LGPA-dependent model. By contrast, the L, , - letter sequence in the LIG model for this LPW-dependent model indicates, using both type III and IV analyses, that although academic course level (L) is significant, the instructor gender (G) and academic course level x gender (LxG) are not. Type III and type IV analyses for one model typically give different sums of squares and marginal F values, and so p-values for each of the variables in any particular model are different but not necessarily hugely different. For example, letter sequence I, C, IxC found in both the second and third rows of the IIC model of Table 4 does not indicate that the marginal F statistics associated with instructor (I) variable, course (C) variable and instructor x course (IxC) interaction variable are identical, but it does indicate these marginal F statistics are similar enough that the corresponding p-values, although different for type III and IV analyses, are both still smaller than the level of significance 0.01: type III and type IV analyses are said to be statistically similar to one another. When statistically similar, the location of empty cells alters marginal F statistics somewhat but not enough to change the significance/non-significance of variables, type III and type IV analyses confirm one another and so this strengthens the credibility of the statistical significance/non-significance of particularly the main variables in the model, in this case. If only one row of letters appears in an element in Table 4, type III and IV analyses give identical results: the marginal F statistics and p-values in the associated ANOVA of a model of the data are identical. For example, the IIG model in Table 4 is a hierarchal one, where instructor is nested in instructor gender and so type III and type IV analyses give identical results in this case.

The $R^2$ values are largest for courses and instructors, particularly for LGPA data in two-variable models. The closest fitting models, where $R^2 \geq 0.500$, are the ones which include either the course variable or instructor variable both with LGPA variable as the dependent variable and, to a lesser extent, LPW as the dependent variable. Moderate fitting models, where $0.100 < R^2 < 0.500$, include the subject, department or academic course level variables both with either LGPA as the dependent variable or, again to a lesser extent, LPW as the dependent variable. The loosest fitting models, where $R^2 \leq 0.100$, include either of the year, semester or class time period variables or instructor gender, job or qualifications variables (except when paired with the
course or instructor variables or the subject, department or academic course level variables) with LGPA as dependent variable. The same is true, to a lesser extent, with LPW as the dependent variable. These two-variable model results agree well with the single-variable models given in Table 3, but provide better fits. For example, whereas in Table 3, $R^2 = 0.550$ for the LGPA-dependent model with the instructor explanatory variable, in Table 4, $R^2 \geq 0.550$ for the LGPA-dependent models which include the instructor explanatory variable paired with any of the other ten explanatory variables.

Instructors and interactions are highly significant variables in two-variable LGPA-dependent models. The closest fitting two-variable LGPA-dependent models in Table 4 are the ones where the variable instructor (I) is paired with one of the five variables: course (model IIc, $R^2 = 0.784$), academic course level (model III, $R^2 = 0.691$), year (model IIV, $R^2 = 0.679$), class time period (model IIP, $R^2 = 0.633$) or subject (model IISS, $R^2 = 0.610$). In all of these cases, type III and type IV analyses are statistically similar, give slightly different but statistically significantly similar marginal F statistics, where, specifically, the marginal F statistics of the two main and one interaction variables are significant (p-value < 0.01). First, significant main variables imply LGPAs are significantly different for different instructors after controlling for one of the five other variables and the appropriate related interaction. In particular, the average of all instructor LPGAs is 2.81 with a large standard deviation 0.54 and a large interquartile range from first quartile 2.43 to third quartile 3.21. Similarly, the LPW weighted average is 0.078 with a large standard deviation 0.107 and large interquartile range from 0.045 to 0.114. Second, significant interactions indicate instructors change or adapt their LGPA according to different courses, course levels, years, class periods or subjects in a non-additive way. The looser-fitting two-variable models ($R^2 < 0.600$) where instructors are paired with instructor gender, job or qualifications are all nested (and so there is no interaction) or where instructors are paired with department or semester have non-significant interactions. Overall, instructors more closely describe LGPA when interacting with one other variable than when not interacting with another variable in two-variable models.

Instructors and interactions with instructors are significant variables in LPW-dependent two-variable models. The closest fitting LPW-dependent model with instructor is the one paired with course (model IIC, $R^2 = 0.629$). In general, all nine LPW-dependent two-variable models with instructor in Table 4 are looser fitting, have smaller $R^2$ values, than corresponding LGPA-dependent two-variable models with instructor. However, in most cases involving instructors, the marginal F statistics for the two main and one interaction variables are significant (p-value < 0.01) in statistically similar type III and type IV analyses of LPW-dependent models. So, although looser fitting than LGPA-dependent models, instructors again more closely describe LPW when interacting with one other variable than when not.

Courses, but not interactions with courses, are highly significant variables in two-variable LGPA-dependent and LPW-dependent models. More (13 of 19) two-variable models with course have larger $R^2$ values than the corresponding two-variable models with instructor. More (7 of 10) LGPA-dependent two-variable models with course have larger $R^2$ values than corresponding LPW-dependent two-variable models with course. Most (18 of 20) type III and type IV analyses are statistically similar, giving slightly different, but statistically significantly similar, marginal F statistics for two-variable models with course. Large differences in LGPAs for the 668 different courses has a mean of 3.11 with a large standard deviation of 0.567, and where LGPA has a large range from a minimum of 1.00 to a maximum of 4.00. More (6 of 14) two-variable non-nested models with course involve non-significant interactions than
corresponding two-variable non-nested models with instructor (2 of 14): courses are less likely than instructor to interact with one other variable when describing LGPA or LPW.

ANOVAs are increasingly unreliable with a greater number of empty cells. Most (103 of 110) two-variable models have statistically similar type III and type IV ANOVA analyses which strengthens the credibility of the significance/non-significance of the two main variables in spite of empty cells in many of these models. However, seven models do give statistically different type III and type IV analyses: three LGPA-dependent models (I|L, C|Y and C|P) and four LPW-dependent models (L|I, L|S, S|J and C|J). All seven of these models consisted of one of either the instructor (I), course (C) or subject (S) variables, each with a large number of levels (338 instructors, 673 courses or 69 subjects) and so leading to a large number of empty cells. In general, ANOVAs of models describing data with more empty cells, specifically those with instructor, course or subject in particular, are more unreliable than models describing data with fewer empty cells. For example, the credibility of the significance/non-significance of either course or year or both in the CIY model is somewhat suspect due to empty cells, which are in turn due to not all courses having been taught every year over the near-ten year study period. However, in all 14 hierarchal (nested) two-variable models, which involve only instructor, course and subject variables, there are no empty cells and so in these cases, type III and IV analyses gave the same sensible results.

Plots for some models indicate non-normal error distributions; in particular, normal probability plots and various scatter plots, not shown here, indicate some non-normality. Again, these plots indicate there a surprising number of classes where the LGPAs are a perfect 4.00. Again, the ANOVA analyses used in this study are generally robust to non-normality. (Miller, 1986)

Type III and IV ANOVAs of multi-variable models

The $R^2$, model F, and marginal F statistics are calculated for type III and type IV ANOVAs of all eighteen multi-variable models consisting of one of the two dependent variables, LGPA and LPW, and as many (in fact, it turns out to be exactly 26) of the main, nested and two-variable interactions of the eleven categorical explanatory variables as possible. Similar to before, the $R^2$ statistic and model F statistic both measure how closely a 26-variable model fits the data model. Also, marginal F statistics measure how strongly any individual explanatory variable of a model affects the dependent variable after accounting for the 25 other variables when using a type III or type IV analysis. As shown in Tables 5 and 6 (Appendix), significant (p-value $\leq$ 0.01) variables according to both type III and type IV analyses, are indicated by double asterisks (**), significant only according to a type III analysis are indicated by only one asterisk (*) and significant only according to a type IV analysis are indicated by a hash symbol (#).

There are only two $R^2$ and two model F values in multi-variable models. When LGPA is the dependent variable, $R^2 = 0.937$ (N = 7500), or 93.7% of the variability in the data is described by all nine 26-variable models. Also, $R^2 = 0.865$ (N = 7500) for all nine LPW-dependent 26-variable models. These extraordinarily high $R^2$ values are achieved because of the large number of variables (26) in each model. Also, $F(5336, 2044) = 5.73$ is significant (p-value < 0.01) for all nine models with LGPA as the dependent variable and $F(5406, 2086) = 2.48$ is significant for all nine models with LPW as the dependent variable. Both the $R^2$ and model F values are identical for models 1 to 9 for LGPA because the same five variables, course
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(C), instructor (I), year (Y), semester (Sm) and class time period (P), and their interactions, appear in all nine models, but where course (C) is nested in either the subject (S), department (D) or course level (L) variables and instructor (I) is nested in either the instructor gender (G), instructor job (J) or instructor qualifications (Q) variables. This is also true for models 10 to 18 with LPW as the dependent variable. Larger $R^2$ values for LGPA-dependent models than for LPW-dependent models indicates models fit LGPA data closer than LPW data.

Instructors and some interactions with instructors are highly significant variables in multi-variable LGPA-dependent and LPW-dependent models. Confirming both the one-variable and two-variable cases, instructor is significant (p-value < 0.01) in all 18 models in Tables 5 and 6 using both type III and IV analyses. According to marginal F statistics, both LGPA and LPW are significantly (p-value < 0.01) different for different instructors, even after controlling for all other 25 variables in each model. In model 1, for example, even controlling for course, subject, instructor level of seniority (job), year, semester, class time period and various interactions, LGPA and LPW are significantly different for different instructors (nested in either job, gender or qualifications). Significant instructor interactions occur particularly with academic year (nested in either instructor job, gender or qualifications, IxY(.)), and significant in all 18 models in Tables 5 and 6 using both type III and IV analyses), but also with class time period (IxP(.), for all nine LGPA-dependent models) and to a much lesser extent with course (3 of 9 LPW-dependent models). These results indicate not only that instructor LGPAs and LPWs changed or adapted to different academic years, but also instructors’ LPWs adapted to different class time periods. Further confirmation that instructors’ LGPAs change for different academic years is this: although instructor, year and instructor x year variables are all significant in the two-variable IxY LGPA model, only the instructor and instructor x year (but not year) variables are significant in the current LGPA-dependent multi-variable models. In other words, although significant differences between LGPA for different years disappear (are explained) when a greater number of variables are introduced, the interaction between instructor and year remains significant, indicating this interaction is very strong indeed.

Courses, not interactions with courses, are significant variables in multi-variable LPGA-dependent models. However, courses are not significant variables in LPW-dependent models. The LGPA is significantly (p-value < 0.01) different for different courses when nested in subject, C(S), or department C(D), but not academic course levels C(L), after controlling for all other 25 variables in each model, using both type III and IV analyses, as shown in Table 5. Furthermore, courses do not statistically significantly interact with other variables in the LGPA models and only interact with instructors in a few cases for the LPW models. This indicates course, unlike instructor, affects only LGPA independently (additively) of the other variables in the model. Whereas the effect of instructor on both LGPA and LPW in multi-variable models does not diminish when compared to instructor’s effect on LGPA and LPW in two-variable models, the effect of course diminishes somewhat on LGPA and very much so on LPW when comparing multi-variable models with two-variable models.

Both LGPA and LPW are significantly (p-value < 0.01) different for different course levels, subjects and departments in all 18 multi-variable models in Tables 5 and 6 using a type III (only) analysis. Most (42 of 44) two-variable models (except LII and LJS) in Table 4 also contain significant academic course levels, subjects and departments. In Figure 2 (Appendix), LGPA increases for increasing academic course levels, from 1.65 pre-university courses, up to 3.39 for graduate courses; the largest jump occurs between pre-university 1.65 up to 2.52 for freshman courses. Also, the highest LGPA occurs for the education department with 3.64 and
the lowest are the MSP department with 2.45 and SSC department with 2.42. Also, as shown in Figure 3, the corresponding LPW for the education department is 3%, and for the MSP and SSC departments, are 14.7% and 9.2% respectively. In Figure 3 (Appendix), LPW decreases from 43.4% in pre-university courses down to 3.9% for graduate courses; the largest decrease occurs between pre-university 43.4% down to 10.8% for freshman courses.

Course levels are more significant than subjects and departments in LGPA-dependent multi-variable models. Course LGPA is significant when nested in subjects or departments, but not when nested in academic course level, L, because academic course level describes a larger portion of the model variation than does either subjects or departments relative to the course variable; for example, in model 9, further analysis reveals (significant) marginal $F = 12.96$ for course level, C, and (non-significant) marginal $F = 1.08$ for C(L), whereas in corresponding model 6, smaller (but significant) marginal $F = 3.67$ for department, D, and (significant) larger $F = 2.19$ for C(D). Basically, academic course level has a bigger impact on LGPA than either subjects or departments: there is a greater difference in LGPA related to different academic course levels than related to different subjects or departments.

Instructor is a more significant variable than gender, job and qualifications in both LGPA-dependent and LPW-dependent multi-variable models. Although both LGPA and LPW are significantly (p-value < 0.01) different for different instructors, they are not significantly different for instructor gender, job or qualifications differences in multi-variable models. For example, in model 16 in Table 6, further analysis reveals (significant) marginal $F = 1.57$ for instructor nested in job, I(J), which is larger than (non-significant) marginal $F = 0.12$ for instructor job, J. In the one-variable models in Table 3, instructor gender, job or qualifications are all significant according to F statistics (except one, the model with dependent LGW and explanatory variable job), but all belong to very loose fitting models, where $R^2 \leq 0.013$. In the two-way models of Table 4, instructor gender, job and qualifications, when paired with instructor, are all significant in the LGPA-dependent models, but only instructor job, paired with instructor, is significant in the three LPW-dependent models, according to marginal F statistics. Furthermore, pairing instructor gender, job and qualifications with instructor (models I|G, I|J, I|Q, I|G|I, I|J|I, Q|I), dramatically improves model fit, where $R^2 = 0.326$ for LPW models and where $R^2 = 0.550$ for LGPA-dependent models. Instructor describes a larger portion of model variation than instructor gender, job or qualifications. Instructors act differently, are not constrained by gender and qualifications and, to a lesser extent, job, with regard to LGPA and, to a lesser extent, LPW.

Some interactions between years, semesters and class periods are significant variables in LGPA-dependent and LPW-dependent multi-variable models. Neither LGPA nor LPW are significantly different for different years, semesters or class time periods, individually, in all 18 multi-variable models in Tables 5 and 6. Although the academic year, semester and class time period variables do not significantly affect LGPA or LPW individually, various interactions with these variables, particularly with instructor (as discussed previously), are major effects on LGPA and LPW. More than this, the interaction between year and class period, YxP, significantly (p-value < 0.01) affects LGPA and the interaction between year and semester, YxSm, significantly affects LPW in multi-variable models. In the one-variable models in Table 3, the three variables years, semesters and class periods are all significant according to F statistics, but all these variables belong to very loose fitting models, where $R^2 \leq 0.023$. In two-variable models in Table 4, the variables year, semester and class time period are mostly significant and interactions between pairs of these three variables are not significant according to marginal F statistics.
However, model fit in all these cases (models Y|Sm, Y|P, Sm|Y, Sm|P, P|Y, P|Sm) is very loose \((R^2 \leq 0.042)\). Further analysis not given here reveals LGPA is less affected by period than LPW is affected by semester. On the one hand, LGPAs are higher for evening classes than for either morning or afternoon classes over the years, indicating a lack of interaction between period and year. On the other hand, LPW changes quite dramatically over the ten years of the study. It changes from a low of 6% to a high of 12%, and is greater in the first half rather than the second half of the year for the first six years of the study, before reversing in the last four years, indicating an interaction between year and semester. Overall, variables year, semester and class time period and pairwise interactions between them do not affect either LPGA or LPW as much as either course or instructor.

Other significant interactions which occur in more than one model and affect LPW include department x semester, DxSm, and department x class time period, DxP. It is clear from a figure not given here more students withdraw during the fall rather than spring semester in the business, nursing, MSP and technology departments than in the other six departments. Also, more morning class students withdraw than either afternoon class students in all departments, except in the biology and education departments.

DISCUSSION

Summary of results

Statistical analysis found clear evidence that both LPGA and LPW are significantly different for different courses and instructors, as well as subjects, departments and academic course levels, but not for instructor academic qualifications, gender, and job category, nor for academic year, academic semester and class time period. More than this, the explanatory variables considered in this study were found to better describe LPGA than LPW.

Courses and instructors, far more than any other of the other categorical variables considered in this study, affected both LPGA and LPW. Any particular course and instructor a student takes, much more than any of the other variables, determines how well they will perform in a class and whether they will withdraw or not. Course is slightly more influential than instructor when considered alone, but becomes less influential when more variables are introduced into a model describing both LPGA and LPW. Courses are less likely than instructors to interact with other variables when describing LPGA or LPW.

LPGA and LPW are also significantly different for different subjects, departments and academic course levels. Academic course level has a larger effect on LPGA than either subjects or departments: there is a greater significant difference in LPGA related to different academic course levels than related to different subjects or departments. The LPGA increases for increasing academic course levels; LPW decreases for increasing academic course levels, implying an inverse relationship between LPGA and LPW. Highest LPGA (and lowest LPW) occurs for the education department and lowest LPGA (highest LPW) occur for MSP and SSC departments.

LPGA and LPW are weakly, if at all, affected by instructor gender, job and qualification or year, semester and class time period. Not only do instructor gender, job and qualifications not affect LPGA and LPW alone, they also do not affect LPGA or LPW in interactions with other variables. Instructor describes a larger portion of model variation than instructor gender, job or qualifications. Instructors act differently, are not constrained by gender and qualifications and,
to a lesser extent, job, with regard to LGPA and, to a lesser extent, LPW. In contrast, courses
become less significant, as they are constrained by subject, department and academic course
levels when affecting both LGPA and LPW. It should be noted that the variables year, semester
and class time period, do affect LGPA or LPW when interacting with other variables,
particularly, instructor. Unlike courses, instructors change or adapt their LGPA and LPW
according to the circumstances such as different years or class time periods.

**Implication of results**

Because there is such a large difference between LGPAs and LPWs for different courses,
instructors, subjects, departments and academic course levels, it is very clear that a student
should be (or is) very careful when choosing courses, instructors, subjects and departments if
(when) concerned about GPA and withdrawal rates. It may therefore be argued that, to be fair to
students and to assess them in a reasonable way, there should be a greater consistency between
the LGPAs of the different courses, instructors, subjects, departments and academic course
levels.

But in what way should the institution approach this? Possibly, it might be an idea to
encourage faculty to try to at least target their LGPAs to within at most two standard deviations
of the average LGPA of other instructors on campus. Or, if one department has a compelling
reason to believe that grades in their courses is likely to be much higher or lower, then
consistency could start at the department level, where instructors are encouraged to target their
LGPA within at most two standard deviations of the average LGPA of other instructors
within their department. Possible reasons may include whether a department offers primarily
service courses or freshmen-level courses, whether a department houses programs that have
specific admissions standards beyond university admissions requirements, and whether the
subject matter treated by the department is generally deemed more difficult for students to master
(possibly because students lack prior exposure or preparation in a subject). This suggestion
would serve as a guideline, not policy, because there would, of course, be many exceptions to the
rule. In any case, these guidelines might simply serve as a starting point for discussion among
faculty and between faculty and their institution.

It is intriguing to find that neither LGPA nor LPW are significantly different for different
instructor gender, job and qualification or year, semester and class time period. In other words,
the seemingly real differences particularly inherent in different instructor gender, job and
qualifications are being compensated for by each instructor to give consistent LGPAs and LPWs.
If consistency is possible for these variables, then why is consistency not possible for the other
variables?

It is also interesting to note that the models which best accounted for LGPA also best
accounted for LPW, but, having said this, LGPA, more than LPW, is effected by the explanatory
variables in the study. This implies there is a lot of similarity between LGPA and LPW in the
sense that the institutional-academic type variables considered in this study all provide good
descriptions of both LGPA and LPW. However, there appear to be other variables outside of the
model, most likely socio-economic variables, playing a role in LPW. It appears a greater number
of descriptive variables are necessary to fully describe LPW than LGPA, which implies the LPW
variable is a more complicated than the LGPA variable.
**Future Work**

Future work might involve more carefully identifying the causes and effects of local grade inflation, of significant differences in LGPA. For example, one may measure how fair or impartial students felt a course was, to determine if this influences a student enough to either avoid or be attracted to a class. Course fairness could be found on student evaluations or with student surveys. Measuring avoidance or attraction of a course might involve tracking individual students to determine if they stuck with one academic program or changed between programs. It would be interesting how these variables influenced LPW as well.

Also, it would be interesting to investigate the extent to which differences in LGPA may be based upon differences in content mastery. This would be easiest to determine within a course, across instructors. An externally developed and validated assessment instrument could be uniformly administered by all instructors teaching a course, in a pre/post-test design. Ideally, LGPA for an instructor’s class should be significantly positively correlated with the pre/post-test learning gain.

Other explanatory variables could be introduced in this study, including percentage of female/male students, and age of students or entrance GPA. Local grade inflation might be measured by variables other than LGPA, such as LGPM (local grade point median) or, possibly, LGPS (local grade point skew). Other possible future work might include: assessing the impact on results of excluding class sections of students with extreme LGPA = 0.00 or LGPA = 4.00 or LPW = 1.00; comparing groups of students with perfect LGPAs against those that had less than perfect LGPA; comparing no withdrawals (LPW = 0) against those where some withdrew (LPW > 0).
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FIGURE 1. Flow chart of variables for model of grade distribution records
FIGURE 2. LGPAs for course level and department, weighted by class size without Ws or Is

FIGURE 3. LPWs for course level and department, weighted by class size with Ws
TABLE 1. Example grade distribution records data of eight class sections

<table>
<thead>
<tr>
<th>Dependent → Lambda, ( \lambda )</th>
<th>I</th>
<th>G</th>
<th>J</th>
<th>Q</th>
<th>C</th>
<th>S</th>
<th>D</th>
<th>L</th>
<th>Y</th>
<th>Sm</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instructor (I)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.419</td>
<td>0.833</td>
<td>0.986</td>
<td>0.440</td>
<td>0.102</td>
<td>0.051</td>
<td>0.336</td>
</tr>
<tr>
<td>Gender (G)</td>
<td>0.011</td>
<td>0.000</td>
<td>0.026</td>
<td>0.000</td>
<td>0.038</td>
<td>0.027</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Job (J)</td>
<td>0.050</td>
<td>0.017</td>
<td>0.298</td>
<td>0.022</td>
<td>0.047</td>
<td>0.059</td>
<td>0.020</td>
<td>0.018</td>
<td>0.000</td>
<td>0.041</td>
<td>0.041</td>
</tr>
<tr>
<td>Qualifications (Q)</td>
<td>0.032</td>
<td>0.011</td>
<td>0.133</td>
<td>0.013</td>
<td>0.026</td>
<td>0.053</td>
<td>0.006</td>
<td>0.000</td>
<td>0.000</td>
<td>0.013</td>
<td>0.013</td>
</tr>
<tr>
<td>Course (C)</td>
<td>0.537</td>
<td>0.576</td>
<td>0.549</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
</tr>
<tr>
<td>Subject (S)</td>
<td>0.268</td>
<td>0.370</td>
<td>0.267</td>
<td>0.348</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
</tr>
<tr>
<td>Department (D)</td>
<td>0.090</td>
<td>0.267</td>
<td>0.110</td>
<td>0.207</td>
<td>0.131</td>
<td>0.131</td>
<td>0.131</td>
<td>0.131</td>
<td>0.131</td>
<td>0.131</td>
<td>0.131</td>
</tr>
<tr>
<td>Academic Course Level (L)</td>
<td>0.024</td>
<td>0.000</td>
<td>0.055</td>
<td>0.070</td>
<td>0.044</td>
<td>0.078</td>
<td>0.126</td>
<td>0.003</td>
<td>0.000</td>
<td>0.013</td>
<td>0.013</td>
</tr>
<tr>
<td>Year (Y)</td>
<td>0.005</td>
<td>0.000</td>
<td>0.057</td>
<td>0.001</td>
<td>0.002</td>
<td>0.006</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Semester (Sm)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Period (P)</td>
<td>0.099</td>
<td>0.000</td>
<td>0.044</td>
<td>0.023</td>
<td>0.000</td>
<td>0.014</td>
<td>0.008</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

TABLE 2. (Symmetric) Cramer’s V and (dependent) Lambda measures of association between explanatory variables

<table>
<thead>
<tr>
<th>Dependent → Lambda, ( \lambda )</th>
<th>I</th>
<th>G</th>
<th>J</th>
<th>Q</th>
<th>C</th>
<th>S</th>
<th>D</th>
<th>L</th>
<th>Y</th>
<th>Sm</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instructor (I)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.575</td>
<td>0.739</td>
<td>0.991</td>
<td>0.594</td>
<td>0.102</td>
<td>0.051</td>
<td>0.336</td>
</tr>
<tr>
<td>Gender (G)</td>
<td>1</td>
<td>0.010</td>
<td>0.056</td>
<td>0.000</td>
<td>0.038</td>
<td>0.027</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Job (J)</td>
<td>0.050</td>
<td>0.017</td>
<td>0.298</td>
<td>0.022</td>
<td>0.047</td>
<td>0.059</td>
<td>0.020</td>
<td>0.018</td>
<td>0.000</td>
<td>0.041</td>
<td>0.041</td>
</tr>
<tr>
<td>Qualifications (Q)</td>
<td>0.032</td>
<td>0.011</td>
<td>0.133</td>
<td>0.013</td>
<td>0.026</td>
<td>0.053</td>
<td>0.006</td>
<td>0.000</td>
<td>0.000</td>
<td>0.013</td>
<td>0.013</td>
</tr>
<tr>
<td>Course (C)</td>
<td>0.537</td>
<td>0.576</td>
<td>0.549</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
<td>0.579</td>
</tr>
<tr>
<td>Subject (S)</td>
<td>0.268</td>
<td>0.370</td>
<td>0.267</td>
<td>0.348</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
</tr>
<tr>
<td>Department (D)</td>
<td>0.090</td>
<td>0.267</td>
<td>0.110</td>
<td>0.207</td>
<td>0.131</td>
<td>0.131</td>
<td>0.131</td>
<td>0.131</td>
<td>0.131</td>
<td>0.131</td>
<td>0.131</td>
</tr>
<tr>
<td>Academic Course Level (L)</td>
<td>0.024</td>
<td>0.000</td>
<td>0.055</td>
<td>0.070</td>
<td>0.044</td>
<td>0.078</td>
<td>0.126</td>
<td>0.003</td>
<td>0.000</td>
<td>0.013</td>
<td>0.013</td>
</tr>
<tr>
<td>Year (Y)</td>
<td>0.005</td>
<td>0.000</td>
<td>0.057</td>
<td>0.001</td>
<td>0.002</td>
<td>0.006</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Semester (Sm)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Period (P)</td>
<td>0.099</td>
<td>0.000</td>
<td>0.044</td>
<td>0.023</td>
<td>0.000</td>
<td>0.014</td>
<td>0.008</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
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TABLE 3. Various $R^2$ and F values (F significant, p-value < 0.01, if starred*) with degrees of freedom, weighted by sample size, for type III (and IV) ANOVA model analyses
TABLE 4. Type III and IV ANOVA of two-variable model analyses, weighted by sample size, for LGPA and LPW
<table>
<thead>
<tr>
<th>LGPA Models</th>
<th>1</th>
<th>C(S)**</th>
<th>S*</th>
<th>I(J)**</th>
<th>J</th>
<th>Y</th>
<th>Sm</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CxI(S)</td>
<td>CxY(S)</td>
<td>CxSm(S)</td>
<td>CxP(S)</td>
<td>IxS(J)</td>
<td>IxY(J)**</td>
<td>IxSm(J)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SxY</td>
<td>SxSm</td>
<td>SxP</td>
<td>JxY</td>
<td>JxSm</td>
<td>JxP</td>
<td>YxSm</td>
</tr>
<tr>
<td>2</td>
<td>C(S)**</td>
<td>S*</td>
<td>I(Q)**</td>
<td>Q</td>
<td>Y</td>
<td>Sm</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CxQ(S)</td>
<td>CxY(S)</td>
<td>CxSm(S)</td>
<td>CxP(S)</td>
<td>IxS(Q)</td>
<td>IxY(Q)**</td>
<td>IxSm(Q)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SxY</td>
<td>SxSm</td>
<td>SxP</td>
<td>QxY</td>
<td>QxSm</td>
<td>QxP</td>
<td>YxSm</td>
</tr>
<tr>
<td>3</td>
<td>C(S)**</td>
<td>S*</td>
<td>I(G)**</td>
<td>G</td>
<td>Y</td>
<td>Sm</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CxG(S)</td>
<td>CxY(S)</td>
<td>CxSm(S)</td>
<td>CxP(S)</td>
<td>IxS(G)</td>
<td>IxY(G)**</td>
<td>IxSm(G)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SxY</td>
<td>SxSm</td>
<td>SxP</td>
<td>GxY</td>
<td>GxSm</td>
<td>GxP</td>
<td>YxSm</td>
</tr>
<tr>
<td>4</td>
<td>C(D)**</td>
<td>D*</td>
<td>I(J)**</td>
<td>J</td>
<td>Y</td>
<td>Sm</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CxJ(D)</td>
<td>CxY(D)</td>
<td>CxSm(D)</td>
<td>CxP(D)</td>
<td>IxD(J)</td>
<td>IxY(J)**</td>
<td>IxSm(J)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DxJ</td>
<td>DxSm</td>
<td>DxP</td>
<td>JxY</td>
<td>JxSm</td>
<td>JxP</td>
<td>YxSm</td>
</tr>
<tr>
<td>5</td>
<td>C(D)**</td>
<td>D*</td>
<td>I(Q)**</td>
<td>Q</td>
<td>Y</td>
<td>Sm</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CxQ(D)</td>
<td>CxY(D)</td>
<td>CxSm(D)</td>
<td>CxP(D)</td>
<td>IxD(Q)</td>
<td>IxY(Q)**</td>
<td>IxSm(Q)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DxQ</td>
<td>DxSm</td>
<td>DxP</td>
<td>QxY</td>
<td>QxSm</td>
<td>QxP</td>
<td>YxSm</td>
</tr>
<tr>
<td>6</td>
<td>C(D)**</td>
<td>D*</td>
<td>I(G)**</td>
<td>G</td>
<td>Y</td>
<td>Sm</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CxG(D)</td>
<td>CxY(D)</td>
<td>CxSm(D)</td>
<td>CxP(D)</td>
<td>IxD(G)</td>
<td>IxY(G)**</td>
<td>IxSm(G)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DxG</td>
<td>DxSm</td>
<td>DxP</td>
<td>GxY</td>
<td>GxSm</td>
<td>GxP</td>
<td>YxSm</td>
</tr>
<tr>
<td>7</td>
<td>C(L)</td>
<td>L*</td>
<td>I(J)**</td>
<td>J</td>
<td>Y</td>
<td>Sm</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CxL(J)</td>
<td>CxY(L)</td>
<td>CxSm(L)</td>
<td>CxP(L)</td>
<td>IxL(J)</td>
<td>IxY(J)**</td>
<td>IxSm(J)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LxJ</td>
<td>LxSm</td>
<td>LxP</td>
<td>JxY</td>
<td>JxSm</td>
<td>JxP</td>
<td>YxSm</td>
</tr>
<tr>
<td>8</td>
<td>C(L)</td>
<td>L*</td>
<td>I(Q)**</td>
<td>Q</td>
<td>Y</td>
<td>Sm</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CxQ(L)</td>
<td>CxY(L)</td>
<td>CxSm(L)</td>
<td>CxP(L)</td>
<td>IxL(Q)</td>
<td>IxY(Q)**</td>
<td>IxSm(Q)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LxQ</td>
<td>LxSm</td>
<td>LxP</td>
<td>QxY</td>
<td>QxSm</td>
<td>QxP</td>
<td>YxSm</td>
</tr>
<tr>
<td>9</td>
<td>C(L)</td>
<td>L*</td>
<td>I(G)**</td>
<td>G</td>
<td>Y</td>
<td>Sm</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CxG(L)</td>
<td>CxY(L)</td>
<td>CxSm(L)</td>
<td>CxP(L)</td>
<td>IxL(G)</td>
<td>IxY(G)**</td>
<td>IxSm(G)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LxG</td>
<td>LxSm</td>
<td>LxP</td>
<td>GxY</td>
<td>GxSm</td>
<td>GxP</td>
<td>YxSm</td>
</tr>
</tbody>
</table>

**TABLE 5.** Type III and IV ANOVA of 26-variable linear models with dependent variable LGPA and listed explanatory variables, weighted by class size (without Ws or Is)
TABLE 6. Type III and IV ANOVA of 26-variable models with dependent variable LPW and listed explanatory variables, weighted by class size (with Ws)